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ABSTRACT
In this paper we propose a synthesis method using a force-based
algorithm to control frequencies of multiple sine waves. In order
to implement this synthesis method, we analyze an existing sound
source using a fast Fourier transform (FFT). Spectral peaks which
have large magnitudes are regarded as heavy partials and assigned
large attractive forces. A few hundred sine waves with stationary
amplitudes are placed in a frequency space on which forces gener-
ated in the analysis phase are applied. The frequencies of the par-
tials gravitate to the nearest peak of the reference spectrum from
the source sound. As more sine waves are combined at the large
peaks, the sound synthesized by the partials gradually transforms
into the reference spectrum. In order to prevent the frequencies
of the partials from gravitating onto localized peaks, each partial
is assigned a repulsive force against all others. Through success-
ful control of these attractive and repulsive forces, roughness and
speed variation of the synthesis can be achieved. Moreover, by
increasing or decreasing the number of partials according to the
total amplitude of the source sound, amplitude envelope following
is achieved.

1. INTRODUCTION

A force-based (or force-directed) algorithm is commonly known
as a graph drawing algorithm [1]. A graph is a common data struc-
ture which is constructed from a set of vertices and edges, where
the edges connect pairs of vertices [2]. The synthesis method pro-
posed in this paper is inspired by this algorithm, and utilizes the
algorithm in order to generate sound.

The motivation of this research is to accomplish a new synthe-
sis method as an application of the sinusoidal partial editing tech-
nique [3, 4]. The basic premise of the synthesis method is placing
multiple sinusoidal waves which have separate frequencies, and
applying a one dimensional force-based algorithm in a frequency
domain to control the frequencies of the waves. This method is
different from general spectral editors such as spectral SPEAR [5]
in that it is not developed for flexible sound editing, but rather for
generating characteristic time-varying sounds between noises and
recorded sound materials.

The goal of this research is to develop a synthesis method
which can generate various sounds from musical tones and noises
with a small number of intuitive parameters. In order to achieve
this goal, we prepare an existing sound to generate attractive forces
and apply them to the force-based algorithm. Strong attractive
forces are assigned to large peaks in the spectrum by analyzing
the reference sound source using the Fourier transform. A user
can vary the similarity of the sound to the reference sound by con-
trolling the forces applied.

All programs presented in this paper are written in Objective-
C and C++ and are executed in Mac OSX.

2. STRUCTURES

The structures used to achieve the synthesis method are described
in this section.

2.1. Analysis of a reference sound source

The first step is the analysis of a reference sound selected by a user.
The reference sound is usually provided as a sound file except for
real-time processing, which is presented in section 3.3. Any valid
sound source is allowed.

The Short-Time Fourier Transform (STFT) analysis [6] is used
for this step, where amplitudes A for each frequency f are detected
by

X(k) =

N−1X
n=0

x(n)e−2πikn/N (1)

A(k) = |X(k)| (2)

F (k) =
kR

N
(3)

where x(n) consists of N samples of a windowed waveform
and R represents the sampling rate.

2.2. Distribution of partials

The synthesis phase for the proposed method begins by generat-
ing partials in a specific range of frequencies. The amplitudes of
the partials are calculated from the number of partials and are un-
changeable. There are two options for determining the number of
partials.

1. The user specifies the number of partials and it does not
change. The synthesized result does not follow the ampli-
tude of the input reference source.

2. The user specifies the maximum number of partials and the
number of active partials is determined in proportion to the
amplitude of the reference sound as (4).

ν = νmax

N−1X
k=0

αA(k) (4)

where α represents a constant number for scaling the ampli-
tude. The active or inactive partials are randomly chosen. In this
step, since the frequencies of the partials are random, an unpitched
sound is typically created.
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2.3. Attractive force

Attractive forces, which are applied to the partials, are generated
from the spectrum detected from the reference sound. A partial is
attracted to neighboring frequency components, where the user can
specify the number of effective frequency components. The force
is inversely proportional to the square of the distance between the
target frequency component and the frequency of the partial

fa(Pf (i)) =
X

0<|F (k)−Pf (i)|<τ

sgn(F (k) − Pf (i))gaA(k)

|F (k) − Pf (i)|2 (5)

where fa(Pf (i)) represents an attractive force for partial P (i)
of which the frequency is Pf (i), ga is a constant value to adjust
the strength of the force, and τ corresponds to the range of the
effective frequency components.

Figure 1 depicts an example of attractive forces which are ap-
plied to a partial. Three peaks of the spectrum are used for calcula-
tion in this figure. A large and close peak such as A has a profound
effect while a distant peak such as C has little effect. As a result,
the effect of peak A is significant, thus this partial shifts to the left
side (lower in the frequency domain).

Figure 1: Attractive forces applied to a partial

2.4. Repulsive force

To avoid congestion of partials at a small peak in the spectrum,
repulsive forces are generated between every pair of partials. The
force is inversely proportional to the square of the distance be-
tween the partials

fr(P (i)) =
X

Pf (j) 6=Pf (i)

sgn(Pf (i) − Pf (j))gr

|Pf (i) − Pf (j)|2 (6)

where fr(P (i)) represents a repulsive force for partial P (i).
By using all pairs of partials for the calculation, partials depart
from condensations.

Figure 2 represents repulsive forces between each pair of three
partials. Since the partials repel close partials more strongly, par-
tial B is moved up.

Figure 2: Repulsive forces applied to three partials

When some partials have the same frequencies, the repulsive
forces between these partials are unable to activate and the attrac-
tive forces are always congruent. To separate these partials, two
options which user can select are prepared.

1. Random repulsive forces are applied to each partial which
is placed at the same frequency with other partials.

2. New frequencies, which is unrelated to current status, are
redistributed to the partials.

When some partials have the same frequencies, the repulsive
forces between these partials are not activated and the attractive
forces are always congruent. In order to separate these partials,
there are two options for the user:

1. Random repulsive forces are applied to each partial which
is placed at the same frequency with other partials.

2. New frequencies, which are unrelated to the current status,
are redistributed to the partials.

Since it is infrequent that multiple partials have exactly the
same frequency, the difference in the final synthesized sound qual-
ities is minimal between the aforementioned options.

2.5. Resistance

When the reference sound has a static frequency component, the
partials have the risk of periodic vibration around a spectral peak.
This is because the attractive forces convert back and forth be-
tween potential and kinetic energy. Therefore, the oscillations are
inhibited by implementing resistance.

f(P (i)) = r(fa(P (i) + fr(P (i)) (7)

produces total force f(P (i)) for partial P (i). r is a resistance
value between 0 and 1.

2.6. Synthesis

The forces, which are derived in section 2.5, are applied to partials
at every frame by addition of the forces
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Figure 3: An example result of the synthesis (the horizontal axis is time and the vertical axis is frequency). “A” is the reference sound
(Horn; from 0Hz to 2,000Hz), while “B” and “C” are the synthesized sounds which consist of 1000 partials. The attractive force (ga) for
“B” is 0.3, and gr for “C” is 5.

Pf (n, i) = Pf (n − 1, i) + f(P (n − 1, i)) (8)

where n represents the current time frame.
The sound synthesis is accomplished using a common oscilla-

tor bank synthesis technique [7, 8] which is realized by

y(n) =
X
∀i

A cos[2πPf (n, i)n + φi] (9)

where A represents a constant amplitude for each partial, and
an initial phase φi is randomly distributed.

An example of the synthesis result is depicted in Figure 3. A
is generated from a horn sound; B and C are the synthesis results
which consist of 1000 partials. The beginning of the synthesized
sound starts with an unpitched noise at the left in the figure and the
pitched tone is constructed gradually.

It is also possible to use the inverse Fourier transform for both
simplified and/or real-time calculation which is proposed in the
section 3.3.

3. APPLICATIONS

In this section, we present some applications for this synthesis
method.

3.1. Dynamic control of parameters

This synthesis method can generate various sounds by adjusting
the parameters. In particular, the coefficients for attractive force
ga, repulsive force gr , and resistance r are important for control-
ling the similarity to the reference sound and the quickness of tran-
sitions.

It is possible for users to control these parameters by preparing
time-varying functions. These functions are written in files which
the synthesis program reads in order to synthesize the sound.

Figure 4: An example of the force functions used to generate rhyth-
mic sound.

For instance, periodic changes in timbre are generated by us-
ing the functions depicted in Figure 4, where a rhythm structure
is created. Control of the resistance value is effective to gener-
ate and remove vibrations. Moreover, various effects are realized
by applying these forces to the amplitudes of the reference sound
without preparing function files.

3.2. Timbre morphing

Timbre morphing is a technique used to create a new sound by
combining multiple sounds and transforming the timbres gradu-
ally [9]. Sinusoidal modeling, which is used for the synthesis
method in this paper, is utilized in some cases of timbre morphing
[10, 11]. This synthesis method does not analyze the multidirec-
tional features of the reference sound and it is therefore difficult to
generate a high-quality and well-defined result. However, uncom-
plicated timbre morphing is accomplished by using this synthesis
method.

A sound file which consists of several segments from separate
sound sources is required to accomplish timbre morphing, using
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the file as a reference. Each particle for this synthesis method
varies continuously; therefore, the generated timbre transforms
gradually at the transition of the reference sounds.

By decreasing the attractive force and increasing the repulsive
force at the transition, the synthesized sound converges to the de-
sired sound, and a smooth morphing result is achieved.

3.3. Real-time processing

The synthesis method proposed in this paper generates a wide va-
riety of sounds and controls them through a small number of pa-
rameters; therefore, this method has the potential for realizing a
novel and intuitive user interface for generating sounds. At this
time, it is difficult for off-the-shelf personal computers to gener-
ate high-quality results in real time due to the large calculations
required.

By implementing the ideas below, real-time processing is ac-
complished in computationally limited environments.

1. Decreasing the frame rate(e.g. 30fps)

2. Using a Graphics Processing Unit (GPU)

3. Decreasing the number of partials (e.g. 200)

4. Using the IFFT for synthesis

GPUs are able to realize fast parallel processing; hence it is ef-
fective to calculate the frequencies of many partials using them. In
this research, the GLSL (OpenGL Shading Language) is used [12,
13].

The IFFT (inverse fast Fourier transform) is a common syn-
thesis method which is used for decreasing the calculation time.
In addition to this, the calculation volume is reduced by decreasing
the FFT size and frame rate. However, deteriorations in resolution
in both the time and frequency domains are observed, meaning the
generated sound also has a loss in quality.

4. CONCLUSION

In this paper, structures and applications of a new synthesis method,
which is constructed using sinusoidal editing and a force-based al-
gorithm, were proposed. Although this method is a complicated
tool at this time, examples of productive features are indicated.

The following two points are considered important for the fu-
ture prospects of this research:

1. Development of real-time processing and an intuitive and
interactive user interface.

2. Adoption of advanced physical laws.

As mentioned in section 3, this method has the potential to re-
alize various sound synthesis. However, it is difficult to utilize this
method for musical performances and real-time and/or interactive
compositions due to the large volume of calculations required.

This method also has the possibility to involve various phys-
ical laws, for instance, recent research results of fluid mechanics
indicate large potentials for controlling a vast amount of particles
and streams. The synthesis method presented in this paper has al-
ready accomplished the creation of a wide variety of sounds using
a simple force-based model. It is proposed that more powerful,
flexible, and intuitive synthesis methods can be realized by utiliz-
ing advanced models.
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6. APPENDIX: SOUND EXAMPLES

Sound examples are available online at the following address.

http://www.ryoho.com/software/sinfba/
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