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ABSTRACT

In this paper, a polyphonic pitch detection approach is presented,
which is based on the iterative analysis of the autocorrelation func-
tion. The idea of a two-channel front-end with periodicity estima-
tion by using the autocorrelation is inspired by an algorithm from
Tolonen and Karjalainen. However, the analysis of the periodicity
in the summary autocorrelation function is enhanced with a more
advanced iterative peak picking and pruning procedure. The pro-
posed algorithm is compared to other systems in an evaluation with
common data sets and yields good results in the range of state of
the art systems.

1. INTRODUCTION

Polyphonic and multipitch detection is still an unresolved problem
in the field of music analysis. A lot of research has been conducted
in this area in the last two or three decades and many quite dif-
ferent approaches were developed and published. While the best
of these algorithms generally achieve detection accuracies above
60 % in objective evaluations on identical data sets, none of them
ever reached values above 70 % [1]. Regarding the multitude of
publications in this field it is difficult to give a complete overview.
Therefore, the authors would like to point the interested reader to
[1, 2, 3] for an extensive survey of state of the art algorithms and
only mention the most important ones that served as a basis for
this publication in the following paragraphs.

A subgroup of pitch detection algorithms utilises an auditory
model as a front-end to mimic the human hearing system, where
the unitary pitch perception model from Meddis and O’Mard [4]
is the most prominent one. All these models usually include an
input filter bank to imitate the frequency resolution capability of
the human cochlea. The individual filter channel outputs are then
half-wave rectified and lowpass filtered which corresponds to the
mechanical to neural transduction of the inner hair cells. Periodic-
ity information per channel is extracted (e.g. using the autocorrela-
tion) and finally summarised or jointly evaluated over all channels.

The basic idea from Meddis’ model was used by Tolonen and
Karjalainen in their pitch detection algorithm [5], but they drasti-
cally reduced the amount of filters in the auditory filter bank and
only chose two channels for a maximally efficient implementation.
The redundancy in the resulting overall summary autocorrelation
function (SACF) was then removed by simply stretching the SACF
by integer factors and subtracting it from itself. The analysis pro-
cedure is computationally efficient and straight-forward to imple-
ment but the detection accuracy can not compete against recently
developed methods.
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Figure 1: Block diagram of the presented pitch detection algo-
rithm.

When it comes to the detection of multiple pitches with an au-
ditory motivated front-end, one also has to consider the extensive
research done by Klapuri [6, 7]. He uses an auditory model to split
the input signal into several channels and periodicity information
is retrieved from the sum of the individual channel spectra. The
subsequent analysis process is looking for peaks with a strong cor-
responding harmonic series and iteratively removes the strongest
series from the spectrum while selecting its base peak as a pitch
candidate. The big filter bank (around 70 channels) and complex
analysis induce high computational costs but the detection accura-
cies are good.

In this paper, a two channel auditory front-end like the one
from Tolonen is used but the analysis of the periodicity informa-
tion is replaced by a more advanced iterative peak picking and
pruning procedure comparable to the one from Klapuri. Local
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maxima in the SACF are detected and periodicity saliencies are
calculated by summing the amplitudes at all integer multiples of a
peak. High salience values will indicate a strong periodicity and
the relating base period of the series can be assumed to be a good
pitch candidate. A similar method has already been published by
the same authors in [8] but the retrieved pitches were solely used
as input for a chord detection and the whole algorithm was never
optimised and evaluated in the context of multipitch analysis. Al-
though it still shares the same basic idea, the implementation de-
tails and parameters changed a lot while the focus was shifted to-
wards a pure polyphonic pitch detector.

In the following Section 2, the new algorithm will be described
in detail followed by an evaluation with three well known data
sets in Section 3, including a comparison with the state of the art
approach from Benetos [9]. Section 4 will complete the paper with
a summary and outlook to future developments.

2. PITCH DETECTION ALGORITHM

The block diagram of the presented pitch detector is depicted in
Fig. 1 and in its underlying structure it is identical to the system of
Tolonen [5]. Regarding the Pre-Processing and Periodicity Esti-
mation stages, the main modification is a different parametrisation
of the auditory front-end. However, the subsequent Pitch-Analysis
block has been completely replaced by an iterative method. All
signal processing is performed in overlapped blocks x(n) of length
N and the hop size between successive blocks Nh is set to N/4.

2.1. Pre-processing

The incoming signal block x(n) is first of all processed by a pre-
whitening filter. A signal model is estimated by linear predic-
tion and inverse filtering with the model coefficients yields the
pre-whitened input block with an equalised spectral envelope. To
achieve a higher resolution in low frequency regions, the filter co-
efficients are determined by warped linear prediction (WLP) [10].
The WLP model was chosen to be of order 8 with a warping coeffi-
cient of 0.72 and the loss of signal energy by the filtering operation
was compensated by comparing the overall power per block before
and after the filter.

Afterwards the signal is split in two bands. The low chan-
nel bandpass filtering is realised by the sequential application of
a lowpass and highpass at 2250 Hz and 60 Hz, respectively. The
high channel bandpass is formed by a highpass at 2250 Hz fol-
lowed by a lowpass at 8000 Hz. After half-wave rectification of
the high channel signal, another lowpass at 2250 Hz is applied. All
filters are second order IIR butterworth types [11] and the filtering
is done per block in forward and backward directions to compen-
sate for group delay but also to achieve steeper slopes. Finally, an
individual periodicity estimation is performed in both channels.

2.2. Periodicity estimation

The autocorrelation function (ACF) is a common way to deter-
mine the periodicity of a signal and it has been frequently used
to retrieve pitch information in the past. By using the Wiener-
Khintchine theorem it can be efficiently calculated in the frequency
domain as the inverse Fourier transform of the power spectrum.
To avoid cyclic convolution from the DFT and to respect that the
length of an autocorrelation sequence is Nr = 2N − 1, the in-
put block has to be zero-padded to Nr before applying the DFT.

In this case Nr is chosen to be Nr = 2N (nearest power of two
for an efficient FFT implementation). The input block x(n) is first
weighted by a Tukey (tapered cosine) window with a control pa-
rameter α = 0.4 and after appending N zeros the resulting vector

xp =

Nr×1

x(1)
x(2)

...
x(N)

0
...
0


, Nr = 2N (1)

can be used to calculate the autocorrelation

rxx = IDFT
(
|DFT(xp)|2

)
. (2)

By replacing the square in (2) with a parameter γ

rxx = IDFT (|DFT(xp)|γ) (3)

the ACF is non-linearly distorted and the amount of distortion can
be easily adjusted. In the presented algorithm γ = 0.6 was used.
The ACF is calculated individually in the high and low channel
and the summary autocorrelation function (SACF)

S(m) = rlo
xx(m) + rup

xx(m), m ∈ [0, . . . , Nr], (4)

with the time lag index m, is further analysed in the next step to
extract the pitch information.

One interesting feature of the ACF in general, and also of the
SACF as used in this paper, is the fact that its shape is approxi-
mately independent from the spectral envelope of the input signal.
In Fig. 2 the SACFs of four harmonic signals with an identical
fundamental frequency of 440 Hz but different spectral envelopes
are shown. Although some of the signals have quite different par-
tial amplitudes or even missing partials in the spectrum, the main
period is clearly visible in all SACF plots and the corresponding
peaks have an identical amplitude gradient. This is particularly
beneficial for iterative detection approaches. Detected peaks have
to be removed before the next iteration starts and the wrong es-
timation of peak amplitudes in the case of overlapping peaks is
a common difficulty for algorithms that perform this kind of pro-
cessing in the spectrum. In the SACF, the envelope is highly pre-
dictable and can be simply determined by fitting a smooth curve
through the peak amplitudes.

2.3. Periodicity analysis

The SACF contains all the periodicity information from the in-
put signal emphasised by the various pre-processing steps. The
challenge is to analyse the SACF and to transfer this periodicity
information to distinctive pitches. In [5] the SACF was iteratively
stretched and subtracted from itself to remove redundant informa-
tion. The remaining peaks above a final threshold eventually mark
the most prominent fundamental periods in the signal. While be-
ing computationally efficient and easy to implement, the repeated
reductions are not very specific as with increasing stretch factors
the widening and subtraction of the SACF increasingly deforms
the relevant peaks. Therefore, we propose to replace this analysis
step with an iterative peak picking and pruning approach.
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Figure 2: Outputs of the summary autocorrelation function (SACF) for input signals with different spectral envelopes. Fundamental
frequency of all signals is 440 Hz which corresponds to a period of 2.27 ms.

2.3.1. Periodicity salience

Initially, a set of all local maxima (or peaks)

M = [m1,m2, . . . ,mi, . . . ,mM ], mlo < mi < mhi (5)

above a threshold δ1 in the SACF is identified, where mlo and mhi

are the minimum and maximum lag values to take into account as
fundamental frequencies and i ∈ [1, . . . ,M ] is the index of the
maximum in the list. For every maximum a corresponding period-
icity salience will be calculated by summing the SACF values at
all integer multiples. A high salience will indicate that the inves-
tigated maximum is the base peak of a strong series in the SACF
and hence, is a good candidate for a fundamental period.

The whole process is shown as pseudo code in Algorithm 1
and described in detail in the following paragraphs. The outer loop
iterates over all detected maxima in M. A tolerance value ∆m =
4+mi/25 is calculated for the maximummi and the corresponding
salience si is initialised with the SACF amplitude S(mi) of the
base peak. The peak counter ki is set to one and the exact position
of the first maximum m̂i,1 is initialised with mi.

The inner loop iterates over all integer multiples k of the base
peak, whereas k is bound to the nearest integer [mmax/mi] andmmax

denotes the maximum lag that is considered being a multiple. The
k-th multiple of mi in the series is estimated to appear at

mi,k = m̂i,k−1 +mi, k = 1, 2, 3, . . . , [
mmax

mi
] (6)

and the exact location

m̂i,k = argmax
mi,k±∆m

[S(m)] (7)

is retrieved as the local maximum of S(m) in a range of ± ∆m

around the approximate position. If the periodicity error

∆m̂i,k = |mi,k − m̂i,k| (8)

is smaller than the tolerance ∆m, a valid peak in the current se-
ries is detected. Its amplitude S(m̂i,k) is added to the periodicity
salience

si = si + S(m̂i,k) (9)

and the counter of detected peaks in the current series

ki = ki + 1 (10)

is incremented by one.
After the border mmax is reached and mi,k > mmax for the

current k, a refined base peak position

m̂i =
1

ki

∑
k∈K

m̂i,k

k
(11)

can be calculated by taking the mean value of all peak positions
in the series, where K is the set of all k where the maxima sat-
isfy Eq. (8). This even allows sub-sample accuracy in the period
measurement and therefore, an increased frequency resolution in
particular for high frequencies. Otherwise, the precision would be
limited by the sample time Ts = 1/fs. Furthermore, the saliencies

si = si ·

(
ki
mmax
m̂i

)2

(12)
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// iterate over all maxima mi in M
for i← 1 to M do

∆m ← 4 + mi/25

si ← S(mi)
ki ← 1
m̂i,1 ← mi

// iterate over all multiples mi,k

for k ← 2 to [mmax/mi] do
mi,k ← m̂i,k−1 +mi

m̂i,k ← argmaxmi,k±∆m
[S(m)]

∆m̂i,k ← |mi,k − m̂i,k|

// if peak error is smaller than tolerance
if ∆m̂i,k < ∆m then

si ← si + SACF(m̂i,k)
ki ← ki + 1

end
end
m̂i ← 1

ki

∑
k∈K

m̂i,k

k

si ← si ·
(

ki
mmax/m̂i

)2

end
Algorithm 1: Calculation of periodicity saliencies si for a set of
detected maxima M.

are weighted by the number of detected peaks over the number of
potentially available peaks below mmax. This factor can be inter-
preted as a measure of how complete a series is and it goes down
to zero if only a few random or even no multiples were found.

The maximumm?
i with the strongest salience si is then finally

chosen as the first pitch candidate and the corresponding funda-
mental frequency

f1 =
fs
m̂?
i

(13)

is calculated with the help of the sampling frequency fs.

2.3.2. Peak pruning

After selecting the strongest maximum, the corresponding peak
series (base peak and multiples) has to be removed from the SACF
before proceeding to the next iteration. The pruning procedure is
shown in pseudo code in Algorithm 2. The detection of multiples
in a series is identical to the one in Algorithm 1 and its detailed
description is found in the previous section.

In Sec. 2.2 it was already mentioned that the envelope of a
peak series is well predictable and in this case it is assumed to
follow an exponential curve

Ŝ(m) = a · eb·m, (14)

where the parameters a and b are estimated by a curve fitting al-
gorithm. After erasing the base peak, all exact positions of the
multiples are identified and removed. The removal of a peak with
the removePeak() function in the pseudo code works as follows:

1. Find the inflection points left and right ofm?
i,k to determine

the width of the peak.

2. Retrieve the estimated peak amplitude.

∆m ← 4 + m?
i/25

m̂?
i,1 ← m?

i

// remove base peak m?
i

removePeak(m?
i )

// remove all multiples of m?
i

for k ← 2 to [mmax/m?
i ] do

m?
i,k ← m̂?

i,k−1 +m?
i

m̂?
i,k ← argmaxm?

i,k
±∆m

[S(m)]

∆m̂?
i,k
← |m?

i,k − m̂?
i,k|

// if peak error is smaller than tolerance
if ∆m̂?

i,k
< ∆m then

removePeak(m̂?
i,k)

end
end

Algorithm 2: Pruning of a periodic series from the SACF S(m)
starting with the most salient maximum at m?

i .

3. Create a tapered cosine window w(m) (Tukey window)
which spans the whole width of the peak (parameter α =
0.2) and is zero elsewhere.

4. Remove the peak by multiplication with a properly scaled
inverse window

w(m)′ =

(
1−

Ŝ(m̂?
i,k)

S(m̂?
i,k)
· w(m)

)
(15)

S(m) = S(m) · w′(m), (16)

where Ŝ(m̂?
i,k) is the expected peak amplitude determined

by the curve fitting as in (14). In the case that Ŝ(m̂?
i,k) >

S(m̂?
i,k), the quotient has to be bound to one to avoid a

negative window amplitude.

After the removal of all peaks in the series the next iteration
starts and the whole process is repeated until a certain break con-
dition is met.

2.3.3. Break condition

There are two possible conditions to stop the iterations for the cur-
rent frame and to proceed to the next one. First condition is to
limit the average number of iterations to the expected count of si-
multaneous note events (polyphony). As this is usually unknown
and may also change drastically throughout a musical piece, the
polyphony alone is not a sufficient criterion. Therefore, iterations
will also stop when the strongest salience does not any more excel
a threshold δ2, where usually δ2 > δ1.

2.3.4. Parameters

From the previous algorithmic description it could already be seen
that there are a lot of free parameters. Most of them are quite
empirical and can only be tweaked manually without any mathe-
matical or physical relationship. This makes it difficult to give an
optimal parameter set. However, the parameters in Table 1 turned
out to yield good results with all data sets during the development
process and also in the later evaluation. All parameters were de-
termined for a sampling frequency of 44.1 kHz.
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Description Param. Value

Block length N 4096

Hop size Nh 1024

Peak position tolerance ∆m 4 + mi/25

Peak detection threshold δ1 0.025

Salience threshold δ2 0.12 ≈ 5 δ1

Max. number of iterations - 6

Min. period of base peaks mi mlo 30

Max. period of base peaks mi mhi 735

Max. period of multiples mi,k mmax 2048

Table 1: Parameters of the periodicity analysis (fs = 44.1 kHz).

2.3.5. Example

In Fig. 3 the peak picking and pruning procedure is depicted for a
single iteration on a sample signal containing two harmonic tones
with fundamental frequencies of 110 Hz and 659 Hz. The peaks of
the strongest detected series in the first iteration are marked by an
asterisk in Fig. 3a). This series is then removed in Fig. 3b) under
the assumption of the estimated envelope which is drawn as a grey
dashed line. Now, the residual thick black curve mainly contains
periods of the lower fundamental frequency and the corresponding
strongest series is chosen in Fig. 3c). Due to the smooth and well
approximated envelope of the peak amplitudes it is possible to sep-
arate these tones even though the two series completely overlap.

2.4. Post-processing

A simple post-processing filter was used to remove isolated and
spurious detections with the length of a single frame. It is also
intended to fill single frame gaps in otherwise stable detections
over various frames. Despite its simplicity it turned out to be very
effective. Applied to algorithms with many spurious false positives
the post-processing has the ability to drastically raise the Precision
with only negligible decrease of the Recall values.

3. EVALUATION

3.1. Data sets

The pitch detection algorithm, described in the previous chapter,
has been evaluated with three different data sets. All of them are
established in the community and have been used to evaluate vari-
ous other algorithms in the past:

• Bach10 Data Set [12] consists of ten excerpts from several
J.S. Bach chorales played by violin, clarinet, saxophone and
bassoon. Matlab data files with fundamental frequencies
and onset/offset times are supplied as ground truth.

• MIREX Multi-F0 Woodwind Development Data Set [13, 14]
is the recording of a woodwind quintet (flute, oboe, clarinet,
horn and bassoon) with the respective pitch information as
a MIDI file. The whole recording has a length of 9 minutes
and is one of the pieces used in the evaluation of the annual
MIREX Multiple Fundamental Frequency Estimation and
Tracking task. Only a 30 second training snippet is publicly
available and was used for this evaluation.
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Figure 3: Peak picking and pruning in the SACF of a signal with
fundamental frequencies of 110 Hz and 659 Hz. Subplot a) shows
the selected peak series with the strongest salience in the first iter-
ation which is then removed in b), where the dashed line shows the
estimated envelope. The lower frequency series stays intact after
the removal. In the residual c) the next series will be selected.

• TRIOS Score-aligned Multitrack Recordings Data Set [15]
is a collection of 4 multitrack recordings of short extracts
from classical trio pieces performed by piano, string and
several wind instruments. It also includes an additional
recording of the famous Take Five jazz piece played by pi-
ano, saxophone and drums.

Regarding the density and polyphony of the music, the Bach10
data set is the most simple one. Its pieces are played by a quar-
tet of monophonic instruments and therefore, have a maximum
polyphony of four. The same holds true for the MIREX piece,
but as it is played by a quintet, its polyphony is limited to five. The
most complex data set is TRIOS as it contains two monophonic in-
struments mixed with a difficult piano track which alone induces a
high polyphony. All input signals are available at a sample rate of
44.1 kHz and were mixed down to mono if necessary. Additional
normalisation to a mean sample power of one was applied to allow
an almost data set independent parametrisation of the algorithms.
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3.2. Metrics

For the calculation of the evaluation metrics, the amount of true
positive, false positive and false negative detections were counted
on a frame basis of 10 ms and accumulated over all songs in a data
set. Based on these values the standard metrics Precision, Recall
and F-measure were retrieved [13]. If the pitch detector output was
given as a set of fundamental frequencies, they were converted and
rounded to the closest integer MIDI value.

3.3. Algorithms and parameters

Besides the approach presented in this paper, three other algo-
rithms were investigated. The algorithm from Tolonen [5] shares
the same front-end as the presented approach. Hence, its purpose
is to show if the new iterative analysis of the SACF yields any
advantages. The algorithm from Klapuri [7] is also based on an
auditory front-end but uses a far more complex filter bank as input
stage. Its iterative analysis procedure is comparable to the pre-
sented one. Both algorithms were carefully implemented by the
authors of this paper in Matlab.

Finally the publicly available Matlab implementation1 of a re-
cent algorithm presented by Benetos [9] is included. It is among
the best algorithms that have participated in the MIREX campaign
in the last years and well suited to compare the presented algo-
rithm to a current state of the art system. Regarding its processing
principle it is completely different to the other systems in this eval-
uation. The algorithm takes the log-frequency spectrogram matrix
as input and tries to find a suitable factorisation into an activation
matrix and accompanying spectral templates. In a training stage
the spectral templates can be initialised with pre-trained spectra to
guide the later factorisation process.

The three reference systems were parameterised as recom-
mended in the respective papers. In particular:

• Benetos: sparsity for pitch activation sz = 1.05, sparsity
for source contribution su = 1.5, sparsity for pitch shift-
ing sh = 1.1. Time resolution of the resulting transcription
matrix was 40 ms. Final threshold for the transcription ma-
trix was set to δB = 45.

• Klapuri: blocklength N = 4096, hop size Nh = 2048, all
other parameters were chosen as proposed in [7].

• Tolonen: blocklength N = 4096, hop size Nh = 1024, all
other parameters as in [5].

All parameters, and primarily the thresholds, were manually tweaked
to yield a good balance between Precision and Recall throughout
all data sets. Due to the huge amount of parameters it was not pos-
sible to iteratively optimize them automatically and it cannot be
claimed that they are optimal under all conditions. However, the
comparison with previously published evaluations in the next sec-
tion will validate that the algorithms capabilities are well reflected
in our results.

3.4. Results

The detailed results from the evaluation with all data sets are listed
in Table 2. Every algorithm was evaluated in 4 different modes.
The first block of results is from the pure pitch detector outputs.
In the second block, the scores were calculated without taking the

1https://code.soundsoftware.ac.uk/projects/amt_
mssiplca_fast

absolute octave into account and only the correct detection of the
semitones was considered (chroma only). The post-processed re-
sults are achieved with the simple post-processing described in
Sec. 2.4 and finally the post-processed results are also evaluated
with chroma only metrics.

The auditory motivated iterative analysis of Klapuri yields gen-
erally better scores than the approach from Tolonen but it does
not reach the results from recently developed algorithms. This
matches the experience from various other evaluations [7, 16, 17]
in the past. However, in absolute values our implementation of
Klapuri’s algorithm seems to be a few percent worse than reported
in the above publications. In contrast the Tolonen algorithm per-
forms a bit better than the implementation from the MIR Toolbox
[18] used in [16, 17]. Comparing the post-processed Benetos re-
sults in Table 2 with the frame based F-measures in [9] (where
a similar post processing was applied), one can see that the val-
ues are quite close for the MIREX and TRIOS data set (MIREX:
67.2 %, TRIOS: 66.5 % in [9]). The algorithm has also been eval-
uated in the context of the MIREX campaign [19] and detailed
results are published on the corresponding website [14]. Again,
the post-processed results from our evaluation of the Benetos im-
plementation are in the same range. Small deviations of about 5 %
may be caused by different parameter settings, thresholds, or in
particular different training data. No data set specific training has
been conducted during this evaluation and the pre-trained basis
spectra from the available Matlab code have been used. However,
in [19] it was mentioned that elaborate training with various instru-
ments was performed for the MIREX contribution. After all, one
can state that our results of the reference algorithms are plausible
and they seem to be properly configured and evaluated.

The presented algorithm with an iterative analysis of the SACF
clearly performs much better than the simple stretch and subtract
procedure from Tolonen throughout all data sets and metrics. It
also yields better results than our implementation of the Klapuri
algorithm which uses a similar periodicity analysis but a much
more complicated pre-processing. This is a good indication that
it is not necessary to rely on a complex auditory model as a front-
end. At least it seems possible to drastically reduce the amount of
filters for a higher computational efficiency. The proposed system
works best on the simple Bach10 data set, where the F-measure is
5.3 % better than Benetos when post-processing is applied. The
results from all algorithms decrease with increasing complexity
and polyphony of the music. Finally, on the most complex TRIOS
data set, the presented approach and the one from Benetos reach a
nearly identical F-measure of 62.9 % and 63.1 %, respectively. On
all data sets, the Precision of the presented algorithm is constantly
high and only the Recall degrades with increasing polyphony. This
indicates a constantly low false positive rate and a slight penalty
with highly polyphonic content.

The simple post processing turned out to be very effective and
usually increases the Precision by 10-20 % on all algorithms with
only minor impact on the Recall values. For future research it
might be in particular interesting to see how it compares with more
complex post-processing methods like note tracking, e.g. with a
hidden Markov model (HMM) as in [20].

To summarize the evaluation, one can say that the presented
algorithm with its iterative analysis of the SACF shows a clear
advantage over the approach from Tolonen and is more accurate
than the algorithm from Klapuri. In fact, the results indicate that
the performance is in the range of current state of the art joint
estimation approaches like the one from Benetos.
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standard chroma only post-proc. post-proc. + chroma only

Algorithm F-meas. Prec. Rec. F-meas. Prec. Rec. F-meas. Prec. Rec. F-meas. Prec. Rec.

iterSACF 74.0 % 69.3 % 79.3 % 86.8 % 83.5 % 90.4 % 85.0% 90.2 % 80.3 % 94.4 % 100.0 % 89.3 %

Benetos[9] 68.4 % 61.6 % 76.8 % 86.4 % 81.7 % 91.7 % 79.7% 83.2 % 76.5 % 95.5 % 100.0 % 91.4 %

Klapuri[7] 61.9 % 60.0 % 64.0 % 72.1 % 67.5 % 77.3 % 68.3% 73.8 % 63.5 % 86.1 % 100.0 % 75.7 %

Tolonen[5] 61.4 % 61.5 % 61.2 % 72.9 % 70.7 % 75.3 % 66.8% 73.6 % 61.2 % 85.5 % 100.0 % 74.7 %

(a) Bach10 data set

standard chroma only post-proc. post-proc. + chroma only

Algorithm F-meas. Prec. Rec. F-meas. Prec. Rec. F-meas. Prec. Rec. F-meas. Prec. Rec.

iterSACF 61.6 % 58.3 % 65.3 % 77.2 % 69.3 % 87.3 % 73.2% 83.7 % 64.9 % 90.7 % 100.0 % 83.0 %

Benetos[9] 63.9 % 62.0 % 65.9 % 78.0 % 71.5 % 85.9 % 69.5% 76.0 % 64.1 % 91.7 % 100.0 % 84.7 %

Klapuri[7] 51.0 % 50.5 % 51.5 % 68.2 % 60.9 % 77.6 % 57.0% 70.7 % 47.7 % 84.7 % 100.0 % 73.5 %

Tolonen[5] 41.4 % 40.5 % 42.3 % 62.9 % 54.2 % 74.9 % 48.3% 57.1 % 41.8 % 84.2 % 100.0 % 72.8 %

(b) MIREX data set

standard chroma only post-proc. post-proc. + chroma only

Algorithm F-meas. Prec. Rec. F-meas. Prec. Rec. F-meas. Prec. Rec. F-meas. Prec. Rec.

iterSACF 54.5 % 58.8 % 50.8 % 73.3 % 71.8 % 74.8 % 62.9% 82.8 % 50.7 % 83.6 % 100.0 % 71.8 %

Benetos[9] 57.7 % 68.6 % 49.8 % 74.2 % 83.5 % 66.7 % 63.1% 86.6 % 49.6 % 79.4 % 100.0 % 65.9 %

Klapuri[7] 45.7 % 52.3 % 40.5 % 60.9 % 59.9 % 61.9 % 50.5% 70.7 % 39.2 % 73.6 % 100.0 % 58.2 %

Tolonen[5] 43.0 % 48.0 % 38.8 % 62.4 % 59.7 % 65.3 % 47.4% 61.7 % 38.5 % 77.9 % 100.0 % 63.8 %

(c) TRIOS data set

Table 2: Detailed evaluation results grouped by four different evaluation modes: standard rating from the pure pitch detector output, chroma
only ratings, ratings with applied post-processing and finally with post-processing and chroma only ratings.

4. CONCLUSION

Starting from the two channel auditory front-end of Tolonen, a
new method for the extraction of multiple fundamental frequen-
cies from polyphonic signals was derived. It is based on a novel
approach to iteratively extract pitch information from the autocor-
relation function. The evaluation proves that the new algorithm is
able to yield significantly higher scores than the basic system from
Tolonen and also performs better compared to the similar itera-
tive analysis from Klapuri. An average F-measure of 62.9 % was
achieved with the TRIOS data set, 73.2 % with the MIREX piece
and 85.0 % with the Bach10 data set. These are promising first re-
sults in the range of current state of the art algorithms. However,
more extensive evaluations are necessary, e.g. in the context of the
MIREX campaign, to give an absolute ranking.

One problem of the presented algorithm is its immense amount
of parameters that can only be tweaked empirically. Detailed anal-
ysis of the parameters, thresholds and their influence on the met-
rics still has to be done but may be quite time consuming due to
the high degree of freedom and existing parameter dependencies.
Therefore, it may be interesting to keep the front-end and the ad-
vantages of the SACF as described here but apply a joint estimation
analysis, as for example non-negative matrix factorisation (NMF)
[21] or to make use of probabilistic methods like [9].
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